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Highly Linear Phase-Canceling
Self-Injection-Locked Ultrasonic Radar for

Non-Contact Monitoring of Respiration
and Heartbeat

Shiang-Hwua Yu , Member, IEEE, and Tzyy-Sheng Horng , Fellow, IEEE

Abstract—A novel phase-canceling demodulation scheme to im-
prove the linearity of a self-injection-locked (SIL) ultrasonic radar
is proposed with the goal of solving the null detection problem
and accurately sensing large displacements of a moving target.
A proportional-integral (PI) controller regulates the phase of the
injection signal and cancels the Doppler phase shift by tuning a
delay in the received echo signal, and this tunable delay serves as
the radar output, which is linearly proportional to the displacement
of the target. Without assuming weak injection, the frequency and
phase equations for an SIL oscillator are derived, supporting the
construction of a plant model and the design of a PI controller.
Also, a new ultrasonic radar equation is presented for estimating
the radar detection range. The SIL radar with phase regulation is
operated in its anti-phase injection mode for better performance.
The proposed design is implemented on an FPGA to make a 40 kHz
continuous-wave ultrasonic radar. The maximum detectable peak-
to-peak motion is up to 120 mm (approximately 14 wavelengths
of displacement), with a total harmonic distortion as low as 2.3%
for the detection of 1 Hz harmonic motion. The radar is used to
detect the human chest movement for non-contact monitoring of
the respiratory rate and heart rate. Due to the high linearity and
sensitivity, the radar is capable of faithfully detecting the relatively
large involuntary body movements and lung movements while still
preserving the weak heartbeat rhythm buried in them, with the
average error of measured heart rates less than 1 BPM.

Index Terms—Anti-phase injection mode, doppler radar, motion
detection, phase regulation, self-injection-locked oscillator, vital
sign detection.

I. INTRODUCTION

S INCE more than four decades ago, when continuous-wave
Doppler radars found use to monitor respiration and heart-

beats [1]–[4], the development of more accurate and reliable
Doppler radars for detecting vital signals has continued to
stimulate interest [5]–[11]. Significant progress has been made
in improving the sensitivity of these radars using the injection
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locking technique [12]–[15]. The resulting self-injection-locked
(SIL) radar features low circuit complexity, good noise immu-
nity, and high sensitivity [9]–[11]. The core of an SIL radar is an
SIL oscillator [15], which generates a carrier signal for a trans-
mitter and is injected with the returned echo signal that is sensed
by a receiver. The oscillator operates in SIL mode, in which its
oscillation frequency and amplitude vary with the Doppler phase
shift induced by the motion of the target. Therefore, the motion
can be extracted from the oscillation signal.

In the authors’ opinion, all of the difficulties that are associ-
ated with the Doppler radar or SIL radar may be reduced to a
single problem: the intrinsic trigonometric nonlinearity makes
detection of a large movement without distortion very difficult.
As the target moves through a distance of more than a quarter
wavelength, the radar sees the Doppler phase shift’s passing
through null points [10], [16], [18] (for both the Doppler and
SIL radars) or a range of unstable points [15] (for the SIL
radar only) and yields a seriously distorted output. A simple
and effective method for preventing distortion is to limit the
target displacement to only a small fraction of a wavelength
and carefully adjust the initial position of the target or simply
add a tunable phase lag to the received signal to ensure that
the detection point is optimal [16]. Selecting the operating
frequency for the best performance is to compromise between
linearity and sensitivity. A lower operating frequency allows the
radar to have a wider linear sensing range at the cost of lower
sensitivity, because the phase shift that is induced by a particular
displacement will be smaller if the wavelength is longer.

Many attempts have been made to solve the problem of
nonlinearity of the radar; most notable among them are the arc-
tangent demodulation method [17]–[22] and the phase tracking
demodulation method [2]–[4], [7]. The arctangent demodulation
method is based on the quadrature phase detection technique,
which involves applying arctangent demodulation to the ratio of
the quadrature outputs and then performing phase unwrapping
to extract the Doppler phase shift. Theoretically, the null point
problem is completely solved in this way; in practice, however,
due to circuit dc offset and quadrature channel imbalance, a
certain degree of distortion occurs at the radar output, especially
when either of the quadrature outputs is close to the null point.
The precision of this popular method depends strongly on how
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effectively the circuit imperfections can be corrected [18] and
the effectiveness of the phase unwrapping algorithm [21], [22].
The phase tracking demodulation method, first developed by
Dr. Northrop and his colleague Nilakhe in 1976 [2], has re-
ceived much less attention than the arctangent demodulation
method. The phase tracking demodulation method employs a
phase locked loop (PLL) to synchronize the transmitted and
received signals by tuning the frequency of the transmitter,
thereby maintaining a fixed number of wavelengths of propa-
gation between the radar and the moving target. Consequently,
the frequency variation, which is inversely proportional to the
displacement of the target, can be extracted from the input of
the voltage-controlled oscillator in the feedback loop. The phase
tracking method is less prone than the arctangent demodulation
method, to circuit imperfections and thus has better linearity.
A small dc offset in the phase detector of the PLL does not
affect the detection of motion, and the precision of detection
can be maintained as long as the transmitted and received signals
remain synchronized. The major weakness of the phase tracking
demodulation method is that its detectable range of motion
is seldom greater than two wavelengths, because it is strictly
restricted by the frequency tuning range of the PLL and the
transceiver bandwidth.

The work intends to apply the SIL mechanism to an ultra-
sonic radar for the first time. Moreover, it improves over the
drawbacks of the above-mentioned methods by presenting a
novel phase-canceling technique that effectively increases the
linear sensing range of an SIL radar while maintaining good
immunity to noise and circuit imperfections. The proposed
phase-canceling design exploits the idea of phase regulation via
feedback, similar to the PLL in [2]–[4], [7]. The phase-canceling
SIL radar cancels the Doppler phase shift by adding a variable
delay in the received echo signal, making the SIL radar see no
phase change in the injected echo signal. This situation is akin to
electronically moving the radar in synchrony with the moving
target. Consequently, the motion of the target can be directly
extracted from the tunable delay d that cancels the Doppler
phase shift. Experiments indicate that the resulting SIL radar has
high linearity over a very wide sensing range, and it can sense
a harmonic motion over 14 wavelengths with a total harmonic
distortion of only 2.3%.

II. NONLINEARITY OF AN SIL RADAR

For convenience, some important facts concerning the self-
injection-locked (SIL) radar are recapitulated here, with partic-
ular emphasis on its nonlinear characteristics.

Fig. 1 shows a block diagram of an SIL microwave radar,
which consists of a self-sustained oscillator, amplifiers, mi-
crowave antennas, and a demodulator. The radar signal u, gen-
erated by the oscillator, is emitted via a transmitter. At the heart
of radar detection is the injection of the scaled and delayed
version of the oscillation signal. The transmitted microwaves
are reflected by a moving target, sensed by the receiver, and then
injected back into the oscillator. The phase of the injection signal
affects the oscillation frequency and amplitude of the oscillator.
Based on the assumption that the frequency shift is small, the

Fig. 1. Conventional direct demodulation of an SIL microwave radar.

phase difference θ between u and uinj is roughly determined by
the total elapsed time D as follows.

θ(t) ≈ ωnD(t), D(t) =
2

c
[R0 + x(t)] , (1)

where ωn is the free-running frequency of the oscillator without
any injection; c is the propagation speed; R0 is the initial distance
of the target from the radar, and x is the target displacement.
According to Adler’s equation [9], [12]–[14], the instantaneous
oscillation frequency ω is approximately related to the phase θ
by

ω(t)− ωn ≈ −ωn

2Q

B

A
sin [θ(t)] , (2)

where Q is the quality factor of the resonator in Fig. 1. B
is the amplitude of the sinusoidal injected signal uinj , and A
the amplitude of the oscillation signal u. Appendix A provides
another way to derive Eq. (2), without the presumption of weak
injection that is commonly made in the literature [12], [14].
As indicated in (1) and (2), the target displacement x causes a
change in the phase θ, which in turn results in modulation of
the oscillation frequency ω. The sine function on the right hand
side of (2) characterizes the major nonlinearity in the extrac-
tion of x from the frequency shift Δω = ω − ωn by frequency
demodulation.

Note that the frequency shift is a periodic function of the
distance. A simple approach to mitigating the nonlinearity is to
place the target at an appropriate distance so that θ departs only
slightly from an integer multiple of 2π. Hence, the frequency
shift Δω is almost linearly proportional to the Doppler phase
shift Δθ and thus to the displacement x as well.

Δω(t) ≈ −ωn

2Q

B

A
sin [Δθ(t)] ≈ −ωn

2Q

B

A
Δθ(t), (3)

where

Δθ(t) ≈ 2ωn

c
x(t) =

4π

λ
x(t). (4)

Since a null point exists at every quarter wavelength λ/4
of distance, this approach imposes a serious restriction on the
target’s initial position and allowable displacement.
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Fig. 2. Proposed feedback demodulation of an SIL ultrasonic radar.

III. SIL RADAR WITH FEEDBACK DEMODULATION

Fig. 2 presents a feedback design for an SIL ultrasonic radar
to tame the nonlinearity problem. Sharp-eyed readers will notice
that it is basically a conventional SIL radar added with a feedback
tunable delay line. The design is based on the previously made
observation: the nonlinearity can be eliminated by constraining θ
to the close vicinity of the desired operating point. To this end, a
dynamically tuned delay line is added to cancel the variations of
the round-trip delay caused by the target motion by regulating the
total phase θ to a desired constant value. As a result of the cancel-
lation of the Doppler phase shift, the tuned delay d can serve as
the radar output, for its properly scaled waveform automatically
copies the trajectory of the moving target with great precision.
Phase regulation ensures θ(t) ≈ ωn[D(t) + d(t)] = constant;
substituting D in (1) into it yields the estimated trajectory x̂
as below.

x̂(t) = −0.5c[d(t)− a]. (5)

The estimated trajectory x̂ is obtained by firstly removing
the dc component, a, from the tunable delay signal d, and then
scaling it by a factor −0.5c.

The proposed phase regulator C adjusts the tunable delay d
by monitoring the frequency shift Δω = ω − ωn rather than the
phase θ. It works well because the frequency shift is approxi-
mately linearly proportional to a small phase variation around
the desired set-point θ = 0 or θ = π, as implied by (2). The
frequency shift is detected by a phase-shift discriminator [23].
The delay time in the T/4 delay block in Fig. 2 is a quarter of
the free-running oscillation period, namely T/4 = π/(2ωn).

For ease of digital implementation, a comparator in Fig. 2
is used in place of a saturated amplifier, which is commonly
used in a SIL oscillator to sustain the oscillation of a resonator.
The resulting oscillator is commonly known as a relay-feedback
oscillator [24], [25]. Another modification is that both the driving
signal uout and the injected signal uinj are square waves to
facilitate implementation on an FPGA without any on-chip
analog-to-digital converters.

This design raises the question of how best to design a phase
regulator C. Without loss of generality, the following analysis
considers the normalized case in which the demodulating filter
F has a unity dc gain; the resonator is a high-Q second-order

bandpass filter with unity peak gain; the amplitude of the driving
square wave uout is 1, and the amplitude of the injected square
wave uinj is Ainj . Thus, the injected square wave contains
fundamental sinusoid with amplitude B = 4Ainj/π, which will
be substituted into (2) for deriving the plant model.

A. Modelling

Before a controller C is designed, a plant model–an approx-
imate transfer function from the tunable delay d (control sig-
nal) to the demodulator output w (feedback signal)–is required.
Appendix B derives the following small-signal model.

P (s) = g(θ;Ainj)e
−s

T
8 F (s), (6)

where

g(θ;Ainj) =
2Ainjcos(θ)[1 +Ainjcos(θ)]ωn

πQ
. (7)

The plant model includes the transfer function F(s) of the
demodulating filter, a small delay of one eighth of the free-
running oscillation period, and a gain g that depends on the
injected square-wave amplitude Ainj , the resonator’s quality
factor Q and resonance frequency ωn, and the phase θ.

Due to its nonlinearity, the plant gain g varies with the oper-
ating point θ. Consider two candidate points θ = 0 and θ = π at
which the plant has better linearity with a flat gain. In-phase
injection occurs when θ = 0 (uinj and uout are in-phase),
resulting in a pronounced maximum in the oscillation amplitude,
and the plant gain g is positive in this case. Anti-phase injection
occurs when θ = π(uinj and uout are out-of-phase), yielding a
minimum in the oscillation amplitude and a negative plant gain.
The controller regulates the phase θ according to the set-point
r. The tricky part is that according to (2), both the operating
points θ = 0 and θ = π correspond to the same set-point r = 0
(a zero frequency shift Δω = 0). The actual operating point
is determined by the sign of the controller gain. For example,
given a set-point r = 0 and a positive-gain controller, the phase
control system, if stable, will be stabilized in a negative-feedback
manner at θ=π, at which the plant has a negative gain. Changing
the sign of the controller gain, we can change the operating point.
We now need to ask which is the better operating point– θ = 0
or θ = π? More studies are required to answer it.

B. Desired Operating Point

The nonlinearity results in a plant gain that changes with the
operating point. One way of thinking about choosing the best
possible operating point is to make the plant as linear as possible
by setting an operating point near which the plant gain is almost
constant.

Close inspection of (6) reveals that if the injection level
Ainj = 0.5 is chosen, then the plant gain g exhibits the following
maximal-flatness property at θ = π:

dg

dθ
=

d2g

dθ2
=

d3g

dθ3
= 0. (8)

Fig. 3 plots the plant gain in (7) with Ainj = 0.5. It is indeed
almost constant near the point θ = π, which means that the plant
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Fig. 3. Graph of plant gain g versus operating point θ, which is maximally flat
at θ = π with the injection amplitude Ainj = 0.5. The plant gain is shown in
units of k defined in (10).

exhibits fairly good linearity even under a large phase swing.
Given θ = π and Ainj = 0.5, the plant model becomes

P (s) = −ke−
T
8 sF (s), (9)

where the gain k equals the resonator bandwidth (in Hz):

k = fn/Q = 1/(QT ), (10)

with fn = ωn /(2π). The maximum-flatness property at the
operating point θ = π justifies the subsequent use of a constant-
gain linear model in the controller design.

C. Controller Design

The control problem considered here is a typical set-point
regulation and disturbance rejection problem. The Doppler
phase shift induced by the motion of the target is regarded as
the disturbance. The controller aims to cancel the phase shift
and regulate the phase to the desired operating point θ = π. A
proportional-integral (PI) controller is designed by the following
procedure.

DESIGN PROCEDURE
STEP 1: Determine the cutoff frequency ωc of the demodu-

lating filter F(s) and the plant gain k in (10).
STEP 2: The PI controller is given by

C(s) =
kI
s

+ kp, (11)

where

kI =
ωBW

k
, kp =

kI
ωc

. (12)

STEP 3: Given the desired stability margin, maximize the
parameter ωBW in (12) under the constraint that the resulting
control loop has sufficient gain and phase margins.

The controller is designed in a manner similar to [26], [27],
by first approximating the high-order-plus-delay plant model (9)
by a simpler first-order model,

P̂ (s) = −kωc/(s+ ωc). (13)

The above first-order model approximates the original model
(9) well at low frequencies in that it preserves the original dc gain
and cutoff frequency. Then, the PI controller is designed with its
gains given in (12), with the aim of canceling the dynamics of

the first-order plant, yielding the following open-loop transfer
function.

C(s)P̂ (s) =
−ωBW

s
. (14)

The parameter ωBW can be interpreted as the desired control
bandwidth since it is the frequency at which the loop gain drops
to unity in (14). The great advantage of this design approach
is that it cuts the number of design parameters down to only
one, leaving only ωBW to be specified in the design. Generally,
a higher control bandwidth ωBW results in better disturbance
rejection but a lower stability margin. Therefore, the choice of
ωBW is a compromise between performance and stability.

D. Disturbance Rejection Capability

A good metric of the controller’s disturbance rejection capa-
bility is the maximum allowable speed of a moving target that
can still be detected by the radar. The controller should cancel
phase variation and regulate the phase to the desired point θ = π.
However, owing to its limited bandwidth, the controller may not
get up to speed and has a phase error e = θ − π if the target
moves too fast. Even worse is when the absolute phase error
|e| exceeds 0.5π, the plant gain will change sign as depicted in
Fig. 3, and the system will become unstable and lose control. It
is plausible to presume a region of stability θ ∈ (0.5π, 1.5π) for
this control system.

It is necessary to know how the maximum detectable speed
vmax is affected by the design parameter ωBW . The difficulty
with estimating vmax arises from the nonlinearity of the plant;
the plant gain drops gradually to zero as the operating point
deviates from the desired operating point θ = π. To simplify the
matter, we round off the plant gain in Fig. 3 to the nearer of
−k and 0, yielding a simplified model with a constant gain −k
in 0.6π ≤ θ ≤ 1.4π beyond which the gain drops to zero. This
simplified model with a reduced range of operation is used to
estimate the maximum detectable speed of the target, and in this
case the maximum allowed phase error is |e| ≤ 0.4π.

The maximum detectable speed is estimated as follows. Sup-
pose that the system is initially at the desired operating point
θ = π, and that the target begins to move away at a constant
speed v. As the target moves away, the round-trip delay in-
creases with the ramp increment ΔD(t) = 2vt/c, which can
be expressed in its Laplace transform as

ΔD(s) = 2v/(cs2). (15)

The block diagram in Fig. 4 summarizes the model that is
derived in Appendix B. According to the block diagram, the
phase error e, which is caused by ΔD, can be expressed as

e(s) =
ΔD(s)ωn

1− PC
=

ΔD(s)ωn

1− kpP − kIP/s
. (16)

Substituting (15) into (16) and using the final value theorem
[28, p. 584] yields the steady-state phase error

lim
t→∞ e(t) = lim

s→0
s

[2v/(cs2)]ωn

1− kpP − kIP/s
=

2vωn

cωBW
. (17)
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Fig. 4. Block diagram of the phase control system. See Appendix B for the
detailed derivation for each block.

The last equality in (17) arises from the fact that P (0) = −k
and kI = ωBW /k. Finally, bounding the absolute steady-state
phase error by 0.4π (the maximum allowable phase deviation
for the simplified quantized-gain model to maintain its feedback
stability) yields an upper limit for the speed of the moving target.

vmax =
πωBW

5ωn
c m/s. (18)

The maximum detectable speed vmax depends on the prop-
agation speed c, the oscillator’s free-running frequency ωn,
as well as the control bandwidth ωBW . Among these factors,
ωBW is the only one that is yet to be determined. As expected,
with sufficient stability, a higher ωBW corresponds to better
disturbance rejection by the controller and a greater ability to
detect a fast target.

IV. DESIGN AND SIMULATION

The method presented in the preceding section is used to
design an SIL ultrasonic radar, with the aim of testing the design
by simulation and seeing how closely the results thereof meet
the theoretical expectation.

A. Design Example: Ultrasonic Radar

Given a pair of 40 kHz ultrasonic transducers (a transmitter
and a receiver), a relay-feedback oscillator, made of a resonator
with a feedback connection to a comparator, is designed to have
a free-running oscillation frequency of 40 kHz. The resonator
is a high-Q second-order bandpass filter, with its quality factor
and undamped natural frequency set as follows.

Q = 25, fn = 4× 104 Hz.

The demodulating filter F is formed by cascading two second-
order lowpass Butterworth filters with cutoff frequencies of
13 kHz and 19 kHz, which together give a cutoff frequency
of 11.9 kHz. Namely,

ωc = 2π × 11900 rad/s.
F = 9.51×1019

s4+2.84×105s3+4.04×1010s2+2.77×1015s+9.51×1019
(19)

To obtain the maximally-flat plant gain near the desired oper-
ating point θ = π, the amplitude of the injected square wave is
set to Ainj = 0.5, yielding an associated plant model (9) with
the following parameters.

T = 1/fn = 2.5× 10−5, k = 1/(TQ) = 1600.

Fig. 5. Gain and phase margins versus control bandwidth.

The proportional and integral gains of the PI controller are
obtained from (12), leaving only parameter ωBW to be adjusted.
To every tentative ωBW there are corresponding gain and phase
margins, which can be computed by the Matlab function “mar-
gin”. Fig. 5 plots the graphs of gain and phase margins against the
control bandwidth fBW = ωBW /(2π) in Hz. One can choose
the control bandwidth from Fig. 5 to yield the desired stability
margin. For example, a phase margin of at least 60 degrees is
desired; the control bandwidth 3.82 kHz may be chosen;

ωBW = 2π × 3820 rad/s.

It corresponds to a gain margin GM = 2.5 and a phase margin
PM = 61 degrees. Accordingly, the gains of the PI controller are
obtained:

kI = 15, kp = 2× 10−4. (20)

The controller gain is positive, for stabilizing the radar at the
desired operating point θ = π. The maximum detectable speed
of the radar can be estimated using (18), as below,

vmax =
πωBW

5ωn
c =

π × 3.82

5× 40
× 340 = 20.4 m/s

B. Detection Error and Total Harmonic Distortion

The SIL ultrasonic radar with the PI controller given by (20)
is simulated in Matlab. The set-point r is zero and the controller
gain is positive, so the desired operating point is θ = π. The
injection amplitude is Ainj = 0.5. Since the controller output
signal d (tunable delay) cannot be negative, its initial value
is set to 1.2 ms, allowing a subsequent swing of ±1.2 ms,
corresponding to a maximum range of detectable displacements
of about ±20 cm, according to (1).

Suppose that an object is initially placed 30 cm away from the
radar and then performs simple harmonic motion at a frequency
of 10 Hz and an amplitude of 0.1 m.

x = 0.1sin(2π × 10t). (21)

From (5), the estimated trajectory x̂ can be obtained with the
sound speed c = 340 m/s in air. Fig. 6 shows the simulated
radar output x̂ in the detection of a sinusoidal trajectory x that
is given by (21). The bottom figure of Fig. 6 shows the first
five milliseconds of the radar output. The radar output shows
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Fig. 6. Actual (gray) and measured (dashed) trajectories of the object in
harmonic motion. The below is a close-up view of the above in the first five
milliseconds.

about 2 ms of idle time, because that the SIL oscillator takes
time to start up and transmit the ultrasound. Once the oscillator
receives the echo signal whose phase is not the desired θ = π,
its frequency shift serves as a feedback signal to regulate the
phase to θ = π. The whole transient is about 2 ms before the
radar really begins to track the motion of the target. The phase
regulation assures that the radar performance is unaffected by
the initial position of the target. As shown in Fig. 6, the radar’s
estimated trajectory x̂ (dashed) matches very closely the actual
trajectory x (gray). No obvious distortion is observed in the
radar output, even with the total displacement of 20 cm (which
is about 22.6 times the wavelength of the ultrasound in air).
In contrast, a conventional SIL microwave radar will yield a
seriously distorted output waveform for a displacement that
exceeds a quarter of a wavelength [11].

Three indices of radar performance are used to measure the
percentage detection error, nonlinearity, and speed of the radar.
The first index quantifies the percentage detection error, and is
defined as the ratio between the root-mean-square (RMS) value
of the estimated error and the RMS value of the actual trajectory:

Detection error
def
=

RMS of (x− x̂)

RMS of x
× 100% (22)

This index provides convenient yet stringent performance
evaluation because any phase mismatch generates a significant
error even when the radar produces an output wave-shape that
is identical to the actual trajectory. The linearity of the radar is
assessed by the total harmonic distortion (THD), defined as the
ratio of the RMS value of the sum of all harmonics to the RMS
value of the fundamental at the radar output. The THD of the
estimated trajectory x̂ quantifies the nonlinearity of the radar
in sensing a harmonic motion. The radar output in Fig. 6 has a
detection error of around 1.4% and a THD of 0.1%.

C. Maximum Detectable Speed

The third performance index is the maximum detectable
speed, which quantifies the speed of the radar and is defined
as the maximum speed of a moving target that can be detected
by the radar with a detection error of less than 5%.

Fig. 7 plots the maximum detectable speed versus the control
bandwidth. The solid line shows the maximum allowable speeds

Fig. 7. Maximum allowable speed versus control bandwidth. Solid line:
estimated value; circles: simulated data for 10 Hz sinusoidal target trajectories;
asterisks: simulated data for 50 Hz triangular target trajectories.

predicted by (18), and the circles and asterisks represent the
simulated results for sinusoidal and triangular target trajectories,
respectively. The sinusoidal trajectory used in the test is x(t) =
Xsin(2π × 10t), with a peak instantaneous speed of 2π × 10X .
The test involves gradually increasing the amplitude X until the
detection error exceeds 5%. The maximum allowable speed is
then recorded as 2π × 10Xmax. For the test of 50Hz triangular
trajectories with different amplitudes, the maximum allowable
speed corresponds to the largest slope of the triangular trajectory
that still yields a detection error of less than 5%.

The simulations yield very interesting results. When the con-
trol bandwidth is below 5 kHz, the results of both sinusoidal and
triangular tests are as predicted. However, as the control band-
width increases above 5 kHz, in the sinusoidal test, it still shows
a similar upward trend in the maximum allowable speed, but in
the triangular test, a saturation occurs as increasing the control
bandwidth produces no significant performance improvement.
The discrepancy arises from the obvious fact that the triangular
trajectory has additional high frequency components that may
excite unwanted oscillations in the control system, thereby
narrowing its effective operating range and adversely affecting
the maximum detectable speed. As the control bandwidth is
increased, the effect becomes more pronounced, because the
stability of the control system declines and it becomes more
oscillatory as a result of a lack of damping. Notice that in Fig. 5,
the 5kHz control bandwidth corresponds to a phase margin of
50 degrees and a gain of 1.9. It is consistent with the authors’
experience that a feedback system with a phase margin of less
than 50 degrees is about to become oscillatory, providing indirect
evidence of the accuracy of the model.

The maximum allowable speed may also be called the
“amplitude-frequency product” when used as a performance
index. From the estimate vmax by (18), we may predict without
further simulation that the radar is able to detect simple harmonic
motion with amplitude A and a frequency of up to about vmax/A
(rad/s). This prediction agrees fairly well with the simulation.

D. Region of Stability

The analysis in Section III suggests that a possible stable
operating point for a positive-gain controller is in the range
θ � (0.5π, 1.5π) in which the plant gain is negative so as to



YU AND HORNG: HIGHLY LINEAR PHASE-CANCELING SELF-INJECTION-LOCKED ULTRASONIC RADAR 81

Fig. 8. Simulation results for the SIL radar to sense 10 mm (peak-to-peak),
10 Hz harmonic motion, at different operating points θ: (a) detection error;
(b) oscillation frequency ω (dashed: theoretical expectation; solid: simulation).

maintain a negative feedback loop. To verify this assertion and
to validate the model, the PI controller given by (20) is used to
operate the system at various points, by setting the set-point
r to different values. In simulations, the actual ω and θ are
recorded by observing the Fourier transforms of uout and uinj ,
and identifying their fundamental components and the phase
difference between them.

Fig. 8 shows the simulated results of the detection of a given
trajectory x = 0.005sin(2π × 10t). The region of stability is
θ ∈ [0.5π, 1.46π], in which the detection error is about 1% and
beyond which the radar starts to lose control with an abrupt
increase in the detection error. The region of stability is close
to the prediction; it shrinks a little at the 1.5π end because the
phase θ tends to increase as the phase control system becomes
closer to unstable, making it easier to get passing of the 1.5π
end.

Fig. 8(b) plots the graph of the oscillation frequencyω against
the operating point θ. The oscillation frequency, as predicted,
equals the free-running frequency ωn at θ = π. The simulated
maximum frequency deviation is less than 1%, justifying the
assumption of a small frequency deviation that is made to derive
the approximate frequency equation (2). (See Appendix A for
details.) The frequency shift that is predicted by (2), with the
substitution of (A34) and (A35) for amplitudes B and A, is
written as

ω − ωn

ωn
=

−Ainjsin(θ)

2Q [1 +Ainjcos(θ)]
, Ainj = 0.5. (23)

This equation can be found elsewhere [13]. Fig. 8(b) shows
the frequency shift predicted by (23) as a dashed curve, which

Fig. 9. Analog circuit for the proposed SIL ultrasonic radar. All of the ICs run
from a 9 V supply.

does not perfectly match the simulated results, but they exhibit
similar trends.

Note that the stable region does not imply that the initial phase
θ(0) of the radar has to be in this region. In fact, the initial
position of the target is not important, because if the initial phase
is outside the stable region, the phase will quickly grow up and
eventually be wrapped back to the stable region. Therefore, after
an unnoticed short transient, the regulator is still able to regulate
the phase to the desired point θ = π.

V. EXPERIMENTAL RESULT

A. Radar Analog Front-End

The SIL ultrasonic radar, designed in Subsec. IV-A, is con-
structed in the lab. Fig. 9 presents the analog circuit that
interfaces between the FPGA and the ultrasonic transducers.
The 40 kHz ultrasonic transducers that are worked with herein
are a UTT4016 (transmitter) and a UTR4016 (receiver). The
transmitter is driven with a 9 V square wave by an H-bridge
class-D amplifier MAX4428, in accordance with the switching
command from the FPGA. The reflected ultrasound sensed by
the receiver is amplified by an instrumentation amplifier INA828
with a gain of g = 334 and is then converted into a square
wave by a comparator LT1711, with hysteresis of h = 0.15 V.
The comparator output is clamped using a 3.3 V Zener diode
before it is sent to the SIL oscillator in the FPGA. A third-order
lowpass RC op-amp circuit, with a cutoff frequency of 1.5 kHz,
demodulates the PWM output signal.

The comparator hysteresis, h = 0.15 V, on the one hand
avoids erroneous switching caused by noise, but on the other
hand sets a minimum operating level, below which there will
be no comparator switching and the SIL radar fails to detect the
object. So, to maintain the normal function, the radar should at
least have the received signal amplitude greater than

VR = 0.5h/g = 0.075/334 = 2.25× 10−4 V.

where g is the amplification gain of the receiver amplifier.
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TABLE I
PARAMETERS FOR DETERMINING THE RADAR DETECTION RANGE

The required minimum signal amplitude VR limits the de-
tectable range of the radar. A new range equation for an ul-
trasonic radar is presented below (see Appendix D for the
derivation):

R =
W (0.115 αR0)

0.115 α
m, (24)

where W(.) is the Lambert W function [33], α is the absorption
coefficient of sound propagation in air [29], and R0 is given by

R0 =

(
2.4× 10(S+SPL−120)/20

√
Aobj

VT

VR

)1/2

. (25)

The detection range depends on the transmitter gain SPL,
the transmitter driving voltage VT , the receiver sensitivity S,
the minimum detectable signal amplitude VR, the absorption
coefficient α, and the target’s effective area for reflection Aobj .
The transmitter gain and the receiver sensitivity can be found
in the datasheets of the transducers, as listed in Table I. The
driving voltage is the fundamental component in the 9 V driving
square wave, namelyVT = 9× 4/π = 11.46 V. The absorption
coefficient α for the 40 kHz ultrasound in air at 20�C and 50%
relative humidity is 1.256 dB/m [29]. Suppose the target to
be detected is the human chest and its effective area is about
0.06 m2. With all these parameters, we can use the lambertw
command in MATLAB to find the radar range:

R = lambertw (0.115 ∗ alpha ∗ R0) / (0.115 ∗ alpha)

The obtained range estimate is 2.9896 m, which is very close
to the measured radar range 2.97 m, as will be shown later.
This simple radar range equation offers a surprisingly accurate
prediction.

B. FPGA Implementation

The core circuit of the SIL radar is implemented on an Altera
FPGA 5CGXFC5C6F27C7. All of the transfer functions that
were designed in Subsection IV-A are converted from con-
tinuous time to discrete time. Fig. 10 displays the schematic
diagram of the SIL oscillator operated at 10 MHz. The 40 kHz
resonator, with Q = 25, is realized by the feedback connection
of a first-order lowpass filter G1 and an integrator G2. G1 and G2

are triggered at the different edges of the clock signal to create
a delay for the causality of the feedback loop. All the gains
and filter coefficients in Fig. 10 are implemented by shifts and
adds [30]. The demodulating filter F in (19) is decomposed into

Fig. 10. FPGA implementation of the SIL oscillator.

Fig. 11. Radar transceiver circuit board and FPGA board.

two second-order filters, one with a higher cutoff frequency of
19 kHz is sampled at 1 MHz, and the other with a lower cutoff
frequency 13 kHz is sampled at 250 kHz. They perform the
down-sampling and lowpass filtering of u(t)u(t-T/4), to extract
the frequency shift from the oscillator output u. The PI controller
of the gains in (20) is sampled at 50 kHz, and has the same clock
frequency as the PWM. A 40000-bit shift register, clocked at
50 MHz, is used to implement the tunable delay circuit. Each
clock pulse shifts the data in the shift register by one bit. The
data in the shift register is then addressed by the quantized
output of the PI controller. The resolution of the delay times
is set by the clock period, dmin = 20 ns, and the maximum
delay that may be provided depends on the number of bits,
dmax = 40000 × 20 ns = 0.8 ms; together, they determine the
resolution and range of detectable target motions. According to
(5), we have

Resolution = 0.5c× dmin = 3.4 μm;

Range of motion = 0.5c× dmax = 136 mm.

C. Linearity Test

Fig. 11 shows the circuit boards of the ultrasonic radar. To
test the radar, linear actuators X-LSQ150D (with higher speed)
and A-LSQ150A (with higher resolution) are used to create
different motions for a 0.2 m × 0.3 m reflection board, and
a data acquisition module, cDAQ-9171, is used to record the
radar output signals. First, the basic function of the radar is
tested. Fig. 12 shows the signals of the radar in detecting an
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Fig. 12. Oscilloscope graph of the signals of the radar in sensing a quickly
approaching hand.

Fig. 13. Motion trajectory determined by the ultrasonic radar in detecting a
1 Hz harmonic motion of amplitude 0.01 mm.

approaching hand. As expected, the phase between the received
signal uin and the transmitted uout varies accordingly with the
hand motion, and so does the radar output signal OUT. Due to
the phase regulation, the phase between uinj and uout keeps
a constant value around 180 degrees, unaffected by the phase
change of the received echouin. One can also notice that the duty
cycle of theuin is slightly deviated from 50%, due to the dc offset
of the receiver amplifier. However, it does not affect the detection
accuracy, because the resonator in the SIL oscillator will filter
out the dc offset or other out-of-band noise. This demonstrates
the high tolerance of the SIL radar to circuit non-idealities.

The second experiment is to measure the maximum detection
range of the radar. The radar is placed 3.5 meters away from the
reflection board that performs 1 Hz, 10 mm harmonic motion.
As expected, the radar output does not have any response.
Slowly move the radar closer to the target until it begins to
respond, and then record the distance. After repeating the mea-
surements five times, we get the average range 2.97 m, which
is very close to the value 2.9896 m predicted by the radar range
equation (24).

The third experiment is to find the smallest movement that
can be detected from the noise. Fig. 13 shows the result of

Fig. 14. Motion trajectory determined by the ultrasonic radar in detecting a
1 Hz harmonic motion of amplitude 60 mm.

Fig. 15. THD of the output of radar used to sense 1 Hz harmonic motions of
various amplitudes (solid: measurement; dashed: simulation).

the detection of a 1 Hz harmonic motion of amplitude 10 μm,
30 cm away from the radar. The radar output has a THD of up
to 18.3%. Although the detected motion includes about 26 μm
peak-to-peak noise (majorly due to the finite resolution of the
variable delay as will be shown later), we have no difficulty
in differentiating between the expected 1 Hz sine wave and the
noise. The next test is performed to find the largest displacement
that can be detected without obvious distortion. Fig. 14 displays
the radar output waveform in the detection of a 1 Hz harmonic
motion with an amplitude of 60 mm. Even with a peak-to-peak
motion of 120 mm (a distance of about 14 wavelengths of the
40 kHz ultrasound), the radar output has a THD of only 2.3%.
The achievable resolution and range for motion detection are
pretty close to theoretical predictions.

Next, the linearity of the radar in sensing different harmonic
motions is evaluated. The first test is a constant frequency
test. Fig. 15 plots the total harmonic distortion of the radar
output in the detection of 1 Hz motions of various amplitudes.
The measured results are highly consistent with the simulation
results when the motion amplitudes are less than 0.05 mm. This
agreement suggests that the increase in distortion is mostly
caused by the limited resolution of the radar (set by the clock
period of the shift register), and not by imperfections of the
circuit and the noise. In detecting larger movements, the radar
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Fig. 16. THD of the output of radar used to sense 10 mm harmonic motions
of various frequencies (solid: measurement; dashed: simulation).

exhibits better linearity, but the measured THDs are still higher
than predicted by simulation; according to observations, the
extra distortion arises largely from the actuator nonlinearity and
in part from the circuit and ambient noise. The measured THD
values are less than 4% for amplitudes from 0.05 mm to 60 mm.
The test is performed only to 60 mm because this is the maximum
amplitude that can be generated for 1 Hz harmonic motion
without losing motor steps on our linear stage. The second test
is the constant amplitude test, involving harmonic motions with
a fixed amplitude of 1 cm but different frequencies. Fig. 16
plots THD against motion frequency. The simulation reveals that
the harmonic distortion increases with the frequency, because the
controller gains are lower at higher frequencies. However, the
measurements reveal no such relationship because non-idealities
of the circuit and the actuator dominate the small control error.
Our intent was to test the radar bandwidth by increasing the
frequency of motion until the radar failed to detect it. However,
the test could be performed only up to a frequency of 8 Hz,
which is the maximum frequency that the actuator could reach
for a harmonic motion with an amplitude of 1 cm. Nevertheless,
we can still infer from the experiments that the SIL radar with
proposed feedback demodulation exhibits high linearity over a
wide sensing range. By contrast, the same 40 kHz ultrasonic
radar with direct demodulation will become seriously distorted
in detecting a motion with an amplitude of greater than 1.1 mm
(with a total displacement of more than λ/4 = 2.125 mm).

D. Non-Contact Monitoring of Respiration and Heartbeat

The ultrasonic radar is used to detect the chest movement
of a 50 year-old male adult at a distance of 30 cm, to monitor
both respiration and heartbeat. The experimental setup is like
Fig. 17. Fig. 18 plots the result of detection by the radar. The
chest movement consists of small involuntary body movements
and two almost periodic patterns—breathing (at lower frequency
and with the larger amplitude) and heartbeat (at higher frequency
and with the smaller amplitude). The displacement associated
with breathing is roughly 2.5 mm, and that associated with the
heartbeat is about 0.2 mm. The maximum instantaneous speed

Fig. 17. Experimental setup.

Fig. 18. Detected chest movement and PPG signal.

of the chest motion is about 0.04 m/s, far below the theoretically
maximum detectable speed 20.4 m/s of the designed radar. With
the help of the proposed feedback demodulation scheme, the SIL
ultrasonic radar faithfully detects the chest movement, whose
associated signal would otherwise be seriously distorted as a
result of unavoidable null points in the detection of movement
of more than a quarter of a wavelength. It is more difficult
to recognize the heartbeat pattern than the obvious respiratory
rhythm. The estimation of heart rate is more prone to error, so a
photoplethysmographic (PPG) sensor is placed on the forefinger
of the examinee to measure the arterial pulses, as a reference to
verify the heat rate that is measured by the radar. Fig. 19 displays
the power spectrum from one minute of chest movement data,
shown in Fig. 18. The lack of intermodulation distortion enables
the respiratory rate of 14 breaths per minute and the heart rate
of 83 beats per minute (BPM) to be easily determined from the
fundamental frequencies of the breathing and heartbeat rhythms.
The estimated heart rate is very close to the heart rate of 82.4
BPM that is determined from the PPG measurement. Table II
shows the heart rate measurements for four examinees. Each
examinee is tested ten times, and the average heartrate error
and the standard deviation are recorded. The brassiere on the
woman examinee does not seem to affect the radar detection. The
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Fig. 19. Power spectrum of the detected chest movement.

TABLE II
HEART RATE ERROR AND STANDARD DEVIATION (IN BPM)

results show consistent small heart rate errors for all examinees,
confirming the accuracy of the radar’s heart rate detections.

More experiments are carried out to examine the interference
effects of other objects near the radar on its sensing accuracy.
First, due to the directional property of the transducers (with the
beam angle of about 55o), people walking or hand waving on the
two sides of the examinee does not affect much, only creating
about 0.1 mm of perturbation on the radar output trajectory.
People walking behind the examinee will affect the sensing
accuracy more; it may create a trajectory perturbation as large
as 0.5 mm, larger than the rhythm created by heartbeat. Third,
the stationary object that partially blocks the chest will weaken
the sensed motion signal, as a result of the combination of the
two echoes that reduces the Doppler phase shift induced by the
chest motion. The more blocking will lead to more shrinkage in
the displacement measured by the radar.

VI. CONCLUDING REMARKS

This is the first paper to report an SIL ultrasonic radar for
non-contact monitoring of respiration and heartbeat. All of the
previously reported SIL radars are on microwave because the
1/4-wavelength limitation on the motion sensing makes it harder
to find a practical use on ultrasound with a comparatively shorter
wavelength. The proposed phase-canceling feedback demodu-
lation scheme for extracting the target motion greatly enhances
the linearity of an SIL radar and makes it possible to detect large
chest movements without significant distortion, thus allowing
accurate measurements of the respiration rate and heart rate. The
radar has a very wide linear sensing range, up to 14 wavelengths.
But this is not a physical limitation. An even wider sensing range

and higher resolution can be achieved using an FPGA with more
gate elements and a higher clock rate.

Table III reveals that for vital sign detection applications the
developed SIL ultrasonic radar outperforms the other ultrasonic
or microwave Doppler radars in terms of the detected maxi-
mum peak-to-peak displacement. For fair comparisons, all the
distances and displacements shown in Table III are normalized
by the wavelengths. The attractive features of the proposed
phase-canceling SIL radar are emphasized here. First, as a
result of injection locking to enhance the phase SNR [9], the
proposed radar has better immunity to phase noise than the
Doppler radars. Second, the proposed phase-canceling radar
has a much wider sensing range than the phase-tracking radar,
which, when used for the same 40 kHz ultrasonic application,
can detect a maximum displacement of about two wavelengths,
since commercial 40 kHz ultrasonic transducers commonly
have a bandwidth of only 2 kHz, which sets the maximum
tunable range for the phase-tracking radar. Third, among the
three radars, the arctangent-demodulation Doppler radar is the
most sensitive to circuit imperfections (such as dc offset and
quadrature channel imbalance [18], [20]). Our phase-canceling
SIL radar and the phase-tracking radar need only a single channel
for demodulation and so do not have the problem of channel
imbalance, and the dc offset affects only the operating point of
the radar but not its sensing accuracy if the feedback loop is
stable. In summary, high noise immunity, a wide linear sensing
range, and good tolerance of circuit imperfections are nice
properties of the proposed SIL radar. Despite all of the promising
results in this investigation, the following points merit further
discussions.

1) (Validity of the model): Some may argue that since Adler’s
phase equation is derived based on the assumption that the
injection level is small and barely influences the oscillation
amplitude [12], [14], the model of the SIL radar derived
from it will inherit that restriction, and so may not apply to
a large injection as suggested in our design. To dispel this
doubt, Appendix A derives the equations for oscillation
frequency and amplitude by only assuming at the outset
that the phase varies much more slowly than the oscillation
frequency, |θ′| 	 ω. The obtained frequency equation is
exactly the same as that derived from Adler’s equation.
The frequency and amplitude equations (A14) and (A19)
are not limited to a small injection. The validity and
adequacy of the plant model are also confirmed by the
well-designed tests.

2) (Instability of the anti-phase mode): Another concern may
arise from the fact that the anti-phase injection mode of
operation (θ = π) of the SIL oscillator that is used here
is unstable [15], so it is impossible to operate the radar
in its anti-phase mode by carefully setting a “fixed” delay
or phase lag in the signal return path. Yes, indeed. The
instability of this mode of operation can also be inferred
as follows: by (A14), at θ = π, a slight increase in θ results
in an increase in ω, which in turn causes another increase
in θ, as suggested by (A23). This positive feedback results
in the instability of the anti-phase injection mode. How-
ever, the proposed feedback tuning of the delay alters the
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TABLE III
PERFORMANCE COMPARISON

Notes: RR, HR and PR denote respiration rate, heart rate and pulse rate, respectively. ∗ No experimental results

positive feedback nature and makes possible this mode of
operation.

3) (Correction for demodulation error): In some cases, due
to the limited memory and precision, the delay time of the
digitally implemented T/4 delay block in the demodulator
may have a small error. This time delay error generates a
dc offset at the FM demodulator output and unintention-
ally causes a change in the operating point. As noted in
Appendix C, the time delay error in the T/4 delay block
results in an approximately equal percentage frequency
shift. Consider our design as an example: the maximum
frequency deviation is less than 1% as shown in Fig. 8(b).
Therefore, a 1% error in the delay time of the T/4 delay
block is enough to steer the operating point out of the
region of stability and cause failure of the phase control.
Fortunately, the problem can be easily remedied by setting
the set-point r as in (A39). This nonzero set-point value
corrects the dc error at the demodulator output and keeps
the SIL radar working properly at the desired operating
point.

4) (Feedback of amplitude): Since both the oscillation fre-
quency and amplitude change with the phase θ, phase
control can also be performed by demodulating the
amplitude from the oscillation signal and then using it
as a feedback signal. Then, with the proper setting of r,
the phase θ can be regulated to the desired point. The am-
plitude demodulation is easy, and can be done by passing
u2 through a lowpass filter (by simply replacing the T/4
delay block by a unity gain in Fig. 2). However, amplitude
feedback, as revealed by the amplitude equation (A19), has
a troublesome implication, especially for those seeking
very high-bandwidth sensing of motion: the amplitude
feedback adds an additional first-order lowpass dynamics
(with a cutoff frequency of about fn/(2Q) = 800 Hz in
our example) to the plant model, which seriously limits
the control bandwidth and thus render the performance
less satisfactory than that achieved by feeding back the
frequency shift as in the proposed design.

APPENDIX

A. Equations of Slowly Varying Frequency and Amplitude

The frequency and amplitude of the SIL oscillator are affected
by the phase difference θ between the oscillator output signal
and the injected signal. With reference to Fig. 1, the resonator
output u and its instantaneous frequency ω are expressed as

u(t) = A(t)cos[ωnt+ φ(t)], (A1)

ω(t) = ωn + dφ(t)/dt. (A2)

Assume that the resonator has a high-Q second-order band-
pass response and a unity peak gain, and satisfies the following
differential equation:

u′′(t) + ωn

Q u′(t) + ω2
nu(t) =

ωn

Q u′
1(t). (A3)

The resonator input u1 is a combination of two signals–a
square wave uout with a normalized amplitude of 1 and an
injected sine waveuinj with an amplitude of B. Due to its narrow
bandwidth, the resonator rejects most high-frequency switching
harmonics, and only the fundamental component of the square
wave has to be considered. That is,

u1(t) =
4
π cos[ωnt+ φ(t)] +Bcos[ωnt+ φ(t)− θ(t)]. (A4)

The equality in (A4) is sloppy but should not cause any
confusion, on the understanding that only approximate equations
are derived. Substituting (A1), (A2), and (A4) into (A3) yields

f(t) = g(t)cos(ωnt+ φ)− h(t)sin(ωnt+ φ) = 0, (A5)

where

g(t) = A′′ + ωn

Q A′ + (ω2
n − ω2)A+ ωnB

Q sin(θ)(θ′ − ω)

(A6)

h(t) = 2ω
[
A′+

(
ω′
2ω+

ωn

2Q

)
A+ ωnB

2Q cos(θ)
(

θ′
ω − 1

)
− 2ωn

πQ

]
(A7)

The target is assumed to move so slowly relative to the carrier
frequencyω that the resulting rate of change of the phase satisfies
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the condition:

|θ′|/ω 	 1. (A8)

As the phase θ varies slowly, so do the oscillation frequencyω
and amplitude A. Therefore, it is reasonable to assume g(t) and
h(t) in (A5) being almost constant in a period T of oscillation.
With this assumption, we can get the low-frequency dynamic
equations of ω and A by taking the following averages of (A5)
over a period T of oscillation.

0 =
2

T

∫ t+T/2

t−T/2

f(τ)cos[ωnτ + φ(τ)]dτ ≈ g(t); (A9)

0 =
2

T

∫ t+T/2

t−T/2

f(τ)sin[ωnτ + φ(τ)]dτ ≈ h(t); (A10)

which give two nonlinear differential equations:

A′′ + ωn

Q A′ + (ω2
n − ω2)A+ ωnB

Q sin(θ)(θ′ − ω) = 0;

(A11)

A′ +
(

ω′
2ω + ωn

2Q

)
A+ ωnB

2Q cos(θ)
(

θ′
ω − 1

)
− 2ωn

πQ = 0.

(A12)

The original almost equal signs have been replaced by equality
signs. Once again, this slight abuse of equality is convenient, on
the understanding the equations are only approximate.

The static solution for ω is obtained by substituting A′′ =
A′ = θ′ = 0 into (A11).

(ω − ωn)
(
1− ω−ωn

2ω

)
= −ωnB

2QA sin(θ). (A13)

Since the bandwidth of the resonator is narrow, the percentage
change in the oscillation frequency is very small (less than 1%
in our design example), so (A13) can be well approximated by

frequency equation : ω − ωn = −ωnB
2QA sin(θ). (A14)

The static solution for ω is exactly the same as that derived
from Adler’s equation [9]. Similarly, the static solution for θ can
be obtained from (A12) by settingA′ = ω′ = θ′ = 0:

A = Bcos(θ) + 4
π . (A15)

An important question immediately arises: are there any
essential dynamics missing from this static model due to the
oversimplification of Adler’s equation? Can we obtain more ac-
curate linear dynamic equations for ω and A from the nonlinear
differential equations (A11) and (A12)?

We attempt to simplify (A11) and (A12) by removing in-
significant terms, based on the previously made assumption in
(A8). Assume that no resonance peaks of the responses of ω
and A are present in the low-frequency band where the target
motion is to be detected, so the magnitudes of ω′ and A′ can
be roughly estimated from their static expressions in (A14)
and (A15) without creating huge errors. Since the injection
amplitude B is constant in the design, the following estimate
is obtained from (A15).

A′ ≈ −Bsin(θ)θ′. (A16)

Similarly, differentiating (A14) with respect to time and sub-
stituting (A16) into it yields the following rough estimate

|ω′| ≈ ωn

2Q
B
A

∣∣cos(θ) + B
A sin2(θ)

∣∣ |θ′| . (A17)

From (A8) and (A17), we can infer that the following term in
(A12) is insignificant.

|ω′|
2ω ≈ ωn

2Q
B
A

∣∣cos(θ) + B
A sin2(θ)

∣∣ |θ′ |
2ω 	 ωn

2Q . (A18)

With the insignificant terms removed, (A12) can be approxi-
mated by a first-order differential equation

amplitude equation : A′ + ωn

2QA = ωnB
2Q cos(θ) + 2ωn

πQ .
(A19)

The amplitude exhibits lowpass behavior with a cutoff fre-
quency of ωn/(2Q) rad/s.

In an analogous manner, a simplified equation for ω can be
obtained. First, taking the time derivative of (A19) yields

A′′ + ωn

2QA′ = −ωnB
2Q sin(θ)θ′. (A20)

Then, subtracting (A20) from (A11) gives

ω − ωn ≈ ω2−ω2
n

2ω = ωn

2Q

[
B sin(θ)

A

(
θ′
2ω − 1

)
+ A′

2ωA

]
. (A21)

Also according to (A8) and (A16), following small terms in
square brackets in (A21) can be neglected.

|A′ |
2ωA ≈ B|sin(θ)|

A
|θ′|
2ω 	 B|sin(θ)|

A . (A22)

Removing the insignificant terms from (A21) yields the same
equation (A14) as that derived from Adler’s equation. So in-
deed the frequency and amplitude equations (A14) and (A19)
adequately describe ω in the low-frequency band of interest.

B. Derivation of Plant Model

A small-signal plant model for the SIL radar is derived here.
The plant input is the tunable delay d and the plant output is the
demodulator output w.

With reference to Fig. 2, the phase θ between the oscillator
square-wave output uout and the injected square wave uinj is
determined by the round-trip delay D and the tunable delay d.
Since the oscillator output uout is in phase with u in (A1), the
phase θ is the difference between the angle in the cosine function
in (A1) and that in its (D+d)-delayed version, as below.

θ(t) = [ωnt+ φ(t)]− [ωn(t−D − d) + φ(t−D − d)]

= ωn(D + d) + [φ(t)− φ(t−D − d)]

≈ [ωn + φ′(t)] (D + d)

= ω(t)(D + d) (A23)

Since ω deviates from ωn only very slightly, the variation
of the phase θ is approximately related to the variation of the
tunable delay d by

δθ/δd ≈ ωn, (A24)

where δ denotes a small change in a quantity.
Equation (2) describes the relationship between the injection

phase lag θ and the frequency shift Δω = ω − ωn. A small
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perturbation on θ results in a variation of Δω in (2).

Δω + δΔω = −ωnB

2QA
sin(θ + δθ), (A25)

where δΔω means a small variation in the frequency shift.
Expanding (A25) and making some approximations yields

Δω + δΔω ≈ −ωnB

2QA
sin(θ)− ωnB

2QA
cos(θ)δθ. (A26)

Subtracting (2) from (A26) gives

δΔω

δθ
≈ −ωnB

2QA
cos(θ). (A27)

We now need to derive the relationship between the oscillation
frequencyω and the FM demodulator output w. The demodulator
extracts the frequency shift, Δω = ω − ωn, from the resonator
output signal u in (A1). With T = 2π/ωn, the T/4 delay block
in Fig. 2 converts signal u from a cosine function into a sine
function. The multiplier performs the computation:

u(t)u
(
t− T

4

)
= A2cos[ωnt+ φ(t)]sin

[
ωnt+ φ

(
t− T

4

)]
= A2

2

{
sin

[
2ωnt+φ(t) + φ

(
t− T

4

)]−sin
[
φ(t)−φ

(
t− T

4

)]}
,

(A28)

which, if followed by an ideal lowpass filter, gives

w(t) = LP
{
u(t)u

(
t− T

4

)}
= −A2

2 sin[φ(t)− φ(t− T
4 )],
(A29)

where, according to (A2), the argument of the above sine func-
tion is related to the frequency shift by

φ(t)− φ

(
t− T

4

)
≈ T

4

dφ(t− T/8)

dt
=

π

2

ω(t− T/8)− ωn

ωn
.

(A30)
As before, since the frequency deviation is very small, the

angle in the sine function in (A29) is very small, and so the
demodulator output w can be further approximated by

w(t) ≈ −πA2Δω(t−T/8)
4ωn

. (A31)

Taking into account the dynamics of a non-ideal demodulat-
ing lowpass filter F(s), the approximate transfer function from
Δω to w is obtained:

L{δw(t)}
L{δΔω(t)} =

L{w(t)}
L{Δω(t)} ≈ −πA2

4ωn
e−s

T
8 F (s), (A32)

where L{ · } is the Laplace transform.
Combining (A24), (A27), and (A32), yields a small-signal

model as follows.

P (s) =
L{δw(t)}
L{δd(t)} ≈ πAB

8Q
ωncos(θ)e

−s
T
8 F (s) (A33)

Our design uses a square wave uinj as the injected signal and
the amplitude of the injected square wave is Ainj . Amplitude
B in (A33) is the effective amplitude of the injected square-
wave signaluinj that is seen by the resonator, and approximately
equals the amplitude of the fundamental component in uinj .
Namely,

B =
4

π
Ainj (A34)

Also the oscillation amplitude A can be approximated by
(A15) with the substitution of (A34) into it.

A = 4
π [Ainjcos(θ) + 1] . (A35)

Finally, the substitution of (A34) and (A35) into (A33) gives
the plant model

P (s) =
2Ainjcos(θ)[1 +Ainjcos(θ)]ωn

πQ
e−s

T
8 F (s). (A36)

C. Error Analysis for the T/4 Delay Block

Suppose there is a time delay error Δτ = τ − T/4 in the T/4
delay block of the FM demodulator in Fig. 2. This time delay
error will produce an additional dc offset at the demodulator
output and unintentionally change the operating point, resulting
in performance degradation or even instability. The demodulator
output w can be derived, as in (A29), by (A1) and (A2).

w(t) = LP {u(t)u(t− τ)}
= −A2

2 sin[φ(t)− φ(t− τ) + Δτωn]

≈ −A2

2 sin

{
π

2

[
ω(t)− ωn

ωn
+

Δτ

T/4

]}
. (A37)

With set-point r = 0, the controller regulates the demodulator
output w to zero, resulting in

Δτ

T/4
≈ −ω(t)− ωn

ωn
. (A38)

The time delay errorΔτ will result in approximately the same
percentage of the frequency shift Δω, which can be translated
to a shift in the operating point θ by (A14)

A simple remedy to this problem is to set a nonzero set-point
that cancels the dc offset at the demodulator output and corrects
the operating point back to the desired θ = π, steering the
oscillation frequency ω back to ωn. The required set-point value
can be estimated by equating the regulation error to zero, i.e.,
w + r = 0, and making use of (A37) with ω = ωn.

r = −w ≈ πA2Δτ

T
. (A39)

D. Ultrasonic Radar Equation

As the sound travels, the sound pressure is gradually reduced
due to the sound spreading and the absorption loss [29], [31].
We first estimate the received signal level of an ultrasonic radar
by an idealized sound propagation model, which assumes that
the sound waves produced by the transmitter are spreading out
uniformly and losslessly in the cone of a sphere, as illustrated in
Fig. 20. Later, we modify the radar signal estimation by taking
the absorption loss into consideration.

Ultrasonic transducers are commonly characterized by their
transmitting sound pressure pT at a distance d = 0.3 m. The
total radiated sound power can be estimated by the transmitting
sound pressure and the beam angle θ by the following formula
[31], [32],

Psource =
AT p

2
T

Z
=

2πd2[1− cos(0.5θ)]p2T
Z

(W) . (A40)
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Fig. 20. Idealized sound propagation model: The sound power is radiated in
a beam with an angle θ, and spreading out uniformly and losslessly in the cone
of a spherical towards an object of an effective area Aobj .

where AT = 2πd2[1− cos(0.5θ)] is the area of the spherical
cap of the sound beam over which the energy is distributed at
the distance d from the transmitter, as illustrated in Fig. 20, and
Z is the acoustic impedance for air. Assume there is an object
at the distance R. Then, under the assumption of the uniform
spherical spreading of the sound without the absorption loss,
the acoustic power reaching the object depends on a ratio of the
object’s effective area Aobj and the dome area A1 of the sound
beam in Fig. 20

Pobj =
Aobj

A1
Psource = Aobj

d2p2T
R2Z

(W) . (A41)

Due to more than thousandfold mismatch of the acoustic
impedances of air and the object like the human chest [34], it is
rational to assume that the acoustic power seen by the object is
completely reflected and scattered, spreading uniformly in one
direction up to a half-space towards the radar. Hence, the portion
of sound power received by the ultrasonic receiver depends on
the ratio between the receiver area AR and the half sphere area
A2 = 2πR2.

Preceiver =
AR

A2
Pobj = ARAobj

d2p2T
2πR4Z

(W) . (A42)

Once again, the sound power is related to the sound pressure
by the formula, P = (A p2)/Z. So, the sound pressure pR seen by
the receiver is

pR =

√
Z

AR
Preceiver =

d

R2

√
Aobj

2π
pT (Pa) . (A43)

Given the transmitting sound pressure level SPL in dB, relative
to 20 μPa per 10 Vrms, we have the sound pressure pT produced
by the driving voltage VT , given by

pT =
VT

10
× 10SPL/20 × 20× 10−6

= 2× 10(SPL−120)/20VT (Pa) . (A44)

Suppose that the sensitivity of the receiver is S, volt per
microbar, meaning that it produces an output signal of S volts
for 1 microbar (0.1 Pa) of sound pressure. So the output voltage
of the receiver can be predicted by the sound pressure impinging
upon it.

VR = 10× 10S/20pR (V) . (A45)

Substitution of (A43) and (A44) into the above equation yields
an estimate for the received signal under no absorption loss:

VR = 8× 10(S+SPL−120)/20 d
√

Aobj

R2
VT (V) . (A46)

Extensive measurements of absorption losses have been
made, and the loss is given as an absorption coefficient α [29],
defined as the amount of attenuation in sound pressure per
meter, in dB/m. Including the absorption coefficient in the signal
calculation, we have the radar signal equation

VR = 8× 10(S+SPL−120−2Rα)/20 d
√

Aobj

R2
VT (V) . (A47)

On the other way around, we may estimate the detection range
R, given the minimum detectable signal VR. Plugging the value
d = 0.3 into the above radar signal equation and rearranging it
yields the equation

R = R010
−0.05αR, (A48)

where R0 is the range estimation from (A46) with zero ab-
sorption loss, given by

R0 =

(
2.4× 10(S+SPL−120)/20

√
Aobj

VT

VR

)1/2

. (A49)

The nonlinear equation (A48) looks very similar to the famous
equation introduced by J. H. Lambert [33]:

W (t) = te−W (t), (A50)

where the solution W(t) is known as the Lambert W func-
tion. Our equation (A48) can be rewritten in the same form
as (A50):

0.05 ln(10)αR = 0.05 ln(10)αR0e
−0.05 ln(10)αR. (A51)

Comparing (A51) and (A50), we get the solution

radar range equation : R=
W (0.115αR0)

0.115α
(m) . (A52)
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